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Lanquages In Luxembour

Luxembourgish is the national language,
French the legislative language, and
French, German and Luxembourgish as the three
administrative and judicial languages.

At work:
* Frenchis (78%)
* English (51%)
* Luxembourgish (48%)

At home:
* Luxembourgish (53%)
* French (32%)
* Portuguese (19%)

BERT medium size model for LTZ (luxmed),
created from a dataset with 1M
Luxembourgish sentences from Wikipedia.
Parameters L=8 and H=52, vocabulary has 80K
word pieces.

Train loss 4.230 l
Train perplexity 68.726
Validation loss 4.074
Validation perplexity 58.765

Machine Translation system of CEF eTranslation

Neural MT tool by the EC to EU bodies, public
services, public administrations and SMEs for 24
official languages of the EU, plus Chinese, Russian,
Turkish, Arabic, but no support of Luxembourgish.

Building Block you can integrate into your digital
systems, If you need to embed them with translation
capabillities.

The Action 2020-EU-1A-0088 has received funding from the EU’s 2014-2020 -
CEF Telecom, under Grant Agreement No. INEA/CEF/ICT/A2020/2278547

Luxembourg Institute of Science and Technology

Objectives

- Development of a multilingual

e-government chatbot which lowers the

language barriers in EU.

- Deployment in public administration In

- Luxembourg
- Romania
- Denmark

Lanquage Resources at ENRICH4ALL

Three QA datasets

1. COVID-19 (RO)
2. Construction permits (RO)
3. Administrative questions

under CC-BY-SA-4.0 license.

Luxembourgish BERT baseline
labelling and similarity

Language identification

Task evaluation

Benefits of e-Government Chatbots

Avallable 24/7
Can reach large amounts of people
Irrespective of
age
gender
educational background
geographical barrier
LANGUAGE

LABEL FREQUENCY FOR ADMINISTRATIVE
QUESTIONS

(LTZ-FR-DE—-EN)

model for guestion
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Average QA groups Total questions
alternatives
1.5 93 135

Administrative
guestions

a. The accuracy of labeling a question with the

correct label from the QA dataset label set;

b. The accuracy of correctly retrieving the ID of the
guestion group (with at least two formulations), out

Question labeling accuracy 40.7% 40.7%

of which one formulation is taken as the test input

guestion.

Chat System

Select support language ~

Select support language
English
Arabic

Bulgarian

Question similarity accuracy 23.3% 26.6%
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Croatian
Czech
Danish
Dutch
Estonian
Finnish
French
German
Greek
Hungarian
[talian
Japanese
Latvian
Lithuanian

Maltese
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Q Bot Staging

v O Nationality

v O Portugal Embassy
v O Disability Card

v O Passport

v O Medical Homes

v O Waste

v O Couple information
v O Bus

v O Building nermit
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