
Step 1: Verify the Static Anchor hypothesis for BERT
Step 2: Evaluate the strengths of the Anchors in monolingual setting
Step 3: Align Anchors from multiple languages, evaluate cross-lingual setting

Investigating the Quality of Static Anchor 
Embeddings from Transformers for 
Under-Resourced Languages
Pranaydeep Singh, Orphée De Clercq, Els Lefever

Can BERT Embeddings be broken down into Static Anchor Components and then aligned for Cross-Lingual Inference?

• Obtain Anchors by averaging for all contexts
• BERT models for EN, HI, ZH, RU, NL
• Contexts from 1 million Wikipedia sents

Poor Lexical Perf due to limited vocab vs FastText
Alignment Issues due to Isomorphism assumption
Inadequate Anchors due to low context for some words
Language Performance directly correlated to Wikipedia Data

• Monolingual evaluation -> Sentiment lexicon for all 5 langs
• Test lexical strength instead of semantic understanding
• 2000 words for training, 400 for testing
• Outcome: FastText > Anchors

Static Anchor Component

Contextual Embedding

Dy
na

m
ic 

Co
nt

ex
t C

om
po

ne
nt

• Cross-lingual Setting 1: BLI
• Eng-Target and Target-Eng setting from 

MUSE dicts
• 2 Setups: Full Dict and 1K Pairs
• Aligned with Vecmap Supervised setting

• Cross-lingual Setting 2: XNLI
• Zero-Shot: Train on EN, Test on Target
• Data only for HI, RU and ZH
• No fine-tuning of LM unlike other SOTA 

approaches

Better Transfer Languages than English for UR languages
Anchors from Joint Models for Isomorphism
Better Evaluations (MUSE:poor quality)(XNLI: Dense Task)
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